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Introduction to Database Configuration and Maintenace
for SQL Server

A database is a collection of data that is organized so that its contents can easily be accessed, managed, and updated. A small
database might contain tables of names, addresses and phone numbers. To serve that collection of information, a small database
engine would suffice. However, a corporation typically stores a much larger quantity of information. A database can have millions
of rows and columns of data, stored in multiple tables linked into a massive storage unit. In that situation, not only must your
database engine must be powerful, but a myriad of other issues that can enhance or mire the performance of the database engine
should be considered.

The CIC Database Configuration and Maintenance for SQL Server Technical Reference describes the procedures for setting up a
database server for optimum performance with CIC, with specific guidance for Oracle. Many of the ideas here are focused on a
best-case scenario, designed to tune both the hardware and software to operate at peak efficiency.
Much of the information contained within comes from two sources:

1. Website: www.sql-server-performance.com

2. The Microsoft MSDN Library.

For more information, see the Microsoft SQL Server 2008 R2 Best Practices Analyzer tool. It analyzes a database's current
configuration, indicate potential problems, and recommend solutions to those problems.

For SQL Server versions supported for CIC 2015 R1 or later, see Testlab http://testlab.genesys.com/.



http://www.sql-server-performance.com
http://www.microsoft.com/download/en/details.aspx?displaylang=en&id=15289
http://testlab.genesys.com/

CIC Database Configuration Technical Summary

I/0 configuration

The configuration of the /0 system is extremely important for the performance of the database. CIC can generate thousands of
records per second, and all of those records must be written to the database as quickly as possible. A poorly configured 1/0 system
can cause a queuing problem, meaning that the database is not able to keep up with all the records CIC generates.

Some recommended web sites are listed below. (Several sites state that they are for SQL Server 2005, but many of the
recommendations are valid for SQL Server 2008 R2.)

e Physical Database Storage Design
e SQL Server I/0 Best Practices
e Formatting drives for maximum SQL Server performance

Basic principles when considering the drives to use include:
1. When using traditional hard drives, get the highest RPM available, which is 15,000 RPM.

2. Do not get the largest drives available. It is much better to have many multiple smaller drives than a few large drives. Having a
larger number of drives allows the I/0 to be spread out over more devices. Drives smaller than 100 GB are ideal, though they
may be hard to find. Stay away from drives that are 500 GB and larger.

3. If the storage system is a Storage Area Network (SAN), it is vital to work with the SAN administrators to set up the SAN for
database performance. There are many articles available on the web that describe best practices. Here are some very useful
websites that discuss using a SAN with SQL Server:

o SAN Storage Best Practices for SQL Server

o SAN Multipathing Part 1: What are Paths?
o SAN Multipathing Part 2: What Multipathing Does

4. Solid State Drives (SDD) can achieve remarkable 1/0 rates, though they are very expensive.

Configure the server with a minimum of four (4) physically separate data storage arrays, and allocate them as follows:

1. Array1 - Operating system.
Use RAID 1 or RAID 10.

2. Array2 - SQL (user) database data files.
Use RAID 10.

3. Array3 - SQL (user) database transaction log files.
Use RAID 1 or RAID 10.

4. Array4 - SQL tempdb data file and transaction log file.
Use RAID 0, RAID 1, or RAID 10.

RAID 5 is not recommended, because of the high amount of writes that CIC generates. For databases that have extremely high
volume and through put, consider placing indexes and tables onto separate arrays. In addition, potentially large tables such as the
tracker tables IntxSegment and Intx_Participant may benefit from having their own filegroups.

Database size

1. Configure the tempdb data file between 500 and 1000mb. If Interaction Tracker and/or Interaction Recorder are used, add
additional 500 to 800mb for each of them. The two links below have good recommendations for setting up temp DB. Generally,
SQL Server should have one tempdb file for each cpu core, e.g. a machine with two dual core CPUs would have four tempdb
files. It is important that each file is sized the same and the files are preallocated, so that tempdb does not have to expand
frequently. For machines with many cores, a maximum of eight tempdb files may be enough. Monitoring will help to determine
if tempdb is functioning optimally.

a. Optimizing tempdb Performance
b. Properly Sizing the SQL Server TempDB Database

2. Configure the tempdb transaction log file between 300 and 500mb. If you have Interaction Tracker and/or Interaction Recorder
licenses as well, add additional 250 to 500mb for each of them.

3. Use the database space planning spreadsheet, IC DB SpacePLanning.x1s (available in the CIC .iso file and in the
PureConnect Documentation Library) to calculate, and then configure, the size of the CIC database. The computation should
include the number of years of data planned to be kept in the database. Allow sufficient and constant free space in both the
database and transaction log for rebuilding indexes. (For a 2300mb database, 1000 to 1400mb of free space in both the
database and transaction log are needed to rebuild indexes that are 50% fragmented.)



http://technet.microsoft.com/en-us/library/cc966414.aspx
http://technet.microsoft.com/en-us/library/cc966412.aspx
http://www.mssqltips.com/tip.asp?tip=2138
http://www.brentozar.com/sql/sql-server-san-best-practices/
http://www.brentozar.com/archive/2009/05/san-multipathing-part-1-what-are-paths/
http://www.brentozar.com/archive/2009/05/san-multipathing-part-2-what-multipathing-does/
http://msdn.microsoft.com/en-us/library/ms175527.aspx
http://www.mssqltips.com/tip.asp?tip=1388

4. Allow both the database and transaction logs to grow automatically (as a safeguard), but use a suitably sized growth
increment.

Database options configuration

Leave the defaults in place, except for 'optimize for ad hoc workloads'.

sp_configure 'show advanced options',1;
reconfigure;

go

sp_configure 'optimize for ad hoc workloads',1;
reconfigure;

go

Database maintenance

Perform database integrity checks and/or index reorganization in a scheduled job that is separate from the daily backup
maintenance plan. Regular index reorganization is vital for peak system performance. Use sys.dm db index physical stats
to identify which indexes need to be rebuilt or reorganized. We do not recommend setting up a regular job to rebuild a//indexes; only
those indexes that have reached a pre-determined threshold of both size and fragmentation should be rebuilt or reorganized. See

Microsoft's online documentation about rebuilding indexes.



http://msdn.microsoft.com/en-us/library/ms189858.aspx

Hardware

CPU

When selecting a CPU for the server, select one with a large L2 cache. This is especially important for multiple-processor servers.
Select at least a TMB L2 cache for one or two CPUs. Four or more CPUs should have at a least 2MB L2 cache in each CPU. The
greater the L2 cache, the greater the server's CPU performance because it reduces the amount of wait time experienced by the CPU
when reading and writing data to main memory.

Simple, single table queries and updates, along with query joins on small tables take minimal CPU processing power. On the other
hand, large joins, aggregations, and sorting of large result sets use a high level of CPU processing power. Keep this in mind when
choosing the hardware configuration for SQL Server.

Memory

In most cases, the more physical RAM SQL Server has the greater SQL Server's performance. If possible, purchase enough RAM to
hold the largest database table in memory. If such a purchase is not possible during the initial setup, leave room for adding more
RAM at a later date. We strongly recommend running the 64-bit version of SQL Server with a minimum of 4 GB RAM.
Systems with high performance demands should be prepared to use up to 128 GB RAM or more.

To take advantage of SQL Server's ability to run parallel queries, plan on investing on more RAM. Parallel queries use much more
RAM than non-parallel queries.

AWE

If SQL Server is running on a 32-bit Windows box, consider using Address Windowing Extensions (AWE) to increase the amount of
memory available to SQL Server. Normally, 32-bit CPUs can only support up to 4GB of RAM because of limited address space. SQL
Server supports AWE to bypass this limitation.

Note:
AWE will be removed in the next version of SQL Server. SQL Server 2008 R2 is the last version that will support AWE. We
strongly recommend using the 64-bit version instead of the 32-bit version of SQL Server.

AWE support is not turned on automatically. To enable AWE support change the "awe enabled" advanced option from 0 to 1. See

Enabling AWE Memory for SQL Server. To turn on AWE support:

SP_CONFIGURE 'show advanced options', 1;
——you must turn on advanced
RECONFIGURE WITH OVERRIDE; ——options

first
GO
SP _CONFIGURE 'awe enabled', 1;
RECONFIGURE WITH OVERRIDE;
GO

Once AWE support has been turned on, SQL Server's dynamic memory is turned off. This means that when AWE support is turned
on, the entire RAM in the server, with the exception of about 128MB, will be dedicated to use by SQL Server. For most dedicated SQL
Servers, 128MB may be enough for the operating system to successfully run. But if you are running additional software on your
server, you may have to tell SQL Server to claim all less RAM. To do this, you can use SQL Server's "max server memory"
configuration option. For example:

SP_CONFIGURE 'max server memory', 4096;
RECONFIGURE WITH OVERRIDE;
GO

In the above example, we are telling SQL Server to only use 4GB of RAM, leaving any other RAM available in the server free for other
applications.

Drives



http://msdn.microsoft.com/en-us/library/ms190673.aspx

Avoid locating read-intensive and write-intensive activity on the same drive or array. For example, do not locate an OLTP and an
OLAP database or heavily random and sequential activity on the same physical device. Whenever a drive or array has to change
back and forth between activities, efficiency is lost.

NTFS-formatted partitions should not exceed 80% of their capacity. For example, a 20GB drive should never hold more than 16GB.
NTFS needs room to work, and when capacity exceed 80%, NTFS become less efficient and I/0 suffers. Consider creating a system
alert to indicate when an array exceeds 80% of capacity so that immediate action can be taken to correct the problem.

1/0 and RAID

Use hardware-based RAID rather than software-based RAID because the latter can't offload the work to a separate processor,
making it much slower than a hardware-based RAID solution.

Do not store the operating system, application software, or databases on single disk drives because they do not afford any fault
tolerance. Instead, always choose a RAID array made up of three or more physical drives that offers fault tolerance. Common fault
tolerant RAID configurations include RAID Level 1 (mirroring or duplexing) and RAID Level 10 (also called 1+0, which includes both
striping without parity and mirroring). Non fault tolerant RAID configurations include RAID 0 which is simple disk striping. RAID 0
offers excellent performance, and can be used for the TEMP tablespace. Each of these RAID levels offers different performance
levels. Ideally, if the budget allows, chose RAID Level 10, which offers both high-speed and fault tolerance.

1/0 controller

Select the best I/0 controller possible. Top-notch controllers offload much of the 1/0 work onto its own local CPU, freeing up CPU
time on the server to do other tasks. For the ultimate in I/0 controllers, consider a fiber channel connection instead of a SCSI
connection. The controller should have the largest amount of cache RAM possible, with a minimum of 128mb of cache RAM.
Generally, the greater the RAM cache on the controller, the higher the performance of the overall I/0, because data can be read
ahead and stored in the cache, even if the data is not currently requested by Oracle. The data Oracle wants next from the array will
likely be in the cache, speeding up data access.

Do not put DAT, DLT, CD-ROM, scanners, or other non-hard disk devices on the same 1/0 controllers that connect to the hard disk
arrays. In addition, do not put hard disks on the same I/0 controller if they have different speeds. Putting devices with different
speeds on the same 1/0 controller slows the faster devices. Always put slower devices on their own I/0 controller.

For maximum 1/0 throughput, assign each type of major I/0 activity (database, log files, tempdb, etc.) to its own separate RAID
controller and dedicated RAID array.

OLTP vs. OLAP

If the budget does not allow for the ideal number of disk controllers and hard disks to maximize the server's 1/0 performance,
remember that optimal OLTP I/0 is achieved by increasing disk reads and writes. The best way to do this is to add more hard disks
to the array(s) that hold the database files and/or transaction logs. Adding more disks helps OLTP-based applications more than
increasing the number or speed of disk controllers would, because OLTP-based applications tend to be limited by the number of
transfer operations (read/writes) rather than bandwidth.

However, for OLAP-based applications, adding more and faster disk controllers to the array is generally a better way to boost I/0
than increasing the number of disk drives, because OLAP applications tend to be more limited by bandwidth than by read/write
operations. Adding faster or more disk controllers increases the bandwidth and helps to remove any bottlenecks.

I/0 resting

There are several utilities available to test I/0 subsystem performance. We recommend SQLIO and this tutorial.

Networking

If SQL Server is not connected to a switch (as recommended for best performance), try the following suggestions for boosting
network performance.

Network protocols



http://www.microsoft.com/downloads/en/details.aspx?familyid=9a8b005b-84e4-4f24-8d65-cb53442d9e19&displaylang=en
http://www.brentozar.com/archive/2008/11/storage-performance-testing-with-sqlio/

For best performance, SQL Server should be running on a dedicated server. Limit the number of network protocols installed on the
server, because unnecessary network protocols increase overhead on the server and send out unnecessary network traffic. For the
best overall performance, only install TCP/IP on the server.

Routers

While not always possible (especially for WANs and Internet connections), try to avoid a router between SQL Server clients and SQL
Server. In particular, avoid routers between two or more SQL Servers that need to communicate with each other. Routers are often a
bottleneck for network traffic and can affect SQL Server client/server performance. If SQL Server must communicate over a router,
ensure that the router has been properly tuned for maximum performance.

Network cards

SQL Server should have a minimum of one 100Mbs network card, and perhaps two. Two cards can be used to increase network
throughput and to offer redundancy. In addition, the network card(s) should be connected to full-duplex switched ports for best
performance.

Be sure that the network card(s) in the server are set to the same duplex level (half or full) and speed as the switched port they are
connected to (assuming they are connected to a switch and not a hub). If there is a mismatch, the server may still be able to
connect to the network, but network performance can be significantly impaired.

Do not rely on network cards or switches that are supposed to auto-sense duplex or speed settings, because they often do not work
correctly. Manually set the duplex and speed for the card from the operating system, and if necessary, manually make the same
changes to the switch.

Windows allows network cards to save energy by going to sleep when they are not used. If any network card on a production server
has a power management feature, ensure that the power savings feature are off. Otherwise, unexpected results, such as a network
card that fails to wake up, or intermittent performance problems, may occur.

Check to see if the network card has a power management feature by viewing the Properties sheet for the network card's driver.
View the Power Management tab on the Properties sheet, to verify the settings.




Software

The network libraries chosen during SQL Server installation can affect the speed of communications between the server and its
clients. Of the three key network libraries, TCP/IP is the fastest and Multi-Protocol is the slowest. Due to the speed advantage, use
TCP/IP on both the servers and clients. Do not install unused network libraries on the server, because they will contribute
unnecessary overhead.

Service packs

We recommend staying current with database service packs and maintenance. In most cases, you will want to install the latest SQL
Server service packs.

Services

Do not install unnecessary SQL Server services, such as Microsoft Search, OLAP, or English Query, as they only add additional
overhead to your server.

If applications do not use the Microsoft Distributed Transaction Coordinator (MS DTC), turn this service off by setting it to manual
using the Services icon in the Control Panel. Leaving this service on adds unnecessary overhead to your server.

File structure and distribution

Place the database files (.mdf, .ndf) and transaction log files (. 1df) for all production databases on separate arrays to isolate
potentially conflicting reads and writes. This means that the server will have at least two physical RAID arrays, one to store the
database files, and a separate one to store the transaction log files. The operating system can be stored on a mirrored set of
drives. Use separate storage areas for tempdb and the operating system. Since tempdb is rebuilt each time SQL Server is started,
this storage does not have to be fault tolerant (i.e., you could use RAID 0).

The physical location for the master, msdb, and model databases is not as critical as user databases because they are not used
excessively in production environments.

MDF

For database files (.mdf), the best performance is gained by storing them on RAID 10 arrays. Each RAID array should have as many
physical disks in the array as the controller will support, with the fastest RPM available. This allows reads and writes to be
performed simultaneously on each physical drive in the array, significantly boosting disk 1/0.

LDF

For database log files (. 1df), the best performance is often gained by storing them on a RAID 1 (mirrored or duplexed) array. This
assumes that there is only a single log file on the RAID 1 array. If there is only a single log file on the RAID 1 array, the file can be
written to sequentially, speeding up log writes. But if there are multiple log files (from multiple databases) sharing the same RAID 1
array, then there is little or no advantage of using a RAID 1 array. This is because although writing to a log is done sequentially,
multiple log files on the same array means that the array will no longer be able to write sequentially, but will have to write randomly,
negating much of the benefits of a RAID 1 array.

Note:
You can put each database log on its own separate RAID 1 array. Another option is to put the log on a RAID 10 array. While this
is expensive, it will provide optimum performance.

Multiple file Strategy

If your database is very large and very busy, multiple files can be used to increase performance. One example of using multiple files
would be a single table with 10 million rows that is heavily queried. If the table is in a single file, such as a single database file, then
SQL Server would only use one thread to perform a sequential read of the rows in the table. But if the table were divided into three
physical files (all part of the same filegroup), then SQL Server would use three threads (one per physical file) to sequentially read




the table, which potentially could be much faster. In addition, if each file were on its own separate disk or disk array, the
performance would even be greater.

Essentially, the more separate physical files that a large table is divided into, the greater the potential performance. Of course there
is a point where the additional threads aren't of much use when you max out the server's 1/0. But up until you do max out the I/0,
additional threads (and files) should increase performance.

Tempdb

If SQL Server's tempdb database is heavily used by your application(s), then locate it on an array of its own (such as RAID 0, RAID 1
or RAID 10). If SQL Server has multi-gigabyte databases, create a new file for tempdb that is at least 1 GB in size. Having multiple
tembdb files can also improve performance, taking care to make sure that each file is the same size.

To move the tempdb database after SQL Server is installed, run this script to move it to a more appropriate location:

USE master

go

ALTER DATABASE tempdb MODIFY FILE (NAME = tempdev, FILENAME = 'E:\tempdb.mdf')
go

ALTER DATABASE tempdb MODIFY FILE (NAME = templog, FILENAME = 'E:\templog.ldf')
go

where NAME refers to the logical name of the tempdb database and log files, and I LENAME refers to the new location of the
tempdb files. Once this command has run, restart the mssqlserver service so the change can take effect. Increase the size of the
tempdb database in its new location (to 500mb, or larger) if necessary.

If tempdb database is heavily used and tempdb grows larger than its default size, permanently increase the default size of the
tempdb file(s) to a size closer to what is actually used on a day-to-day basis. This is because every time the SQL Server service
(mssqlserver) is restarted, the tempdb file is recreated to the default size. While the tempdb file can grow, it does take some
resources to perform this task. With the tempdb file sized correctly when SQL Server is restarted, the overhead of increasing the
file is eliminated.

Database integrity checks like DBCC CHECKDB or DBCC CHECKCATALOG will need to use space in tempdb during their operation.
Therefore it is essential that the tempdb be sized correctly to accommodate these commands. Use the WITH ESTIMATEONLY
clause on the bBCC command to determine how much tempdb space will be required. Execution of these commands can also
realize a significant performance improvement if tempdb is located on a disk array that is separate from both the database and
transaction log files.

Heavy activity in the tempdb database can drag down performance. This is especially true if large temp tables are created, and then
used in queries and joins. To help speed these queries, be sure the AUTOSTATS database option is turned on (in tempdb), and then
create one or more indexes on these temp tables that can be used by queries. A proper setup can substantially speed up application
performance.

10



SQL Server Database Settings

AutoGrowth

Every time a database file or transaction log grows automatically, it takes up a little extra CPU and I/0 time. Minimize how often
automatic growth occurs by sizing the database and transaction logs as accurately as possible to their "final” size.

This recommendation is particularly important for transaction logs, because the more often that SQL Server has to increase the
size of a transaction log, the more transaction log virtual files that have to be created and maintained by SQL Server. A transaction
virtual file is used by SQL Server to internally divide and manage the physical transaction log file.

In SQL Server, database and log files can be set to grow automatically. The default growth amount is 10%. This automatic growth
number may or may not be ideal. If the database is growing automatically often (such as daily or several times a week), change the
growth percentage to a larger number, such as 20% or 30%. Each time the database has to be increased, SQL Server will suffer a
small performance hit. By increasing the amount the database grows each time, the less often it will have to grow.

If your database is very large, 10GB or larger, you may want to use a fixed growth amount instead of a percentage growth amount.
This is because a percentage growth amount can be large on a large database. For example, a 10% growth rate on a 10GB database
means that when the database grows, it will increase by 1GB. If the percentage growth is too large, change the settings to use a
fixed growth size.

Size the database properly, to ensure that the database is not subject to frequent growth. In addition, set the growth increment to a
reasonably sufficient value, to prevent the database from growing in numerous, small increments. In this configuration, the Auto
grow feature is used as a safeguard only to prevent the database from stopping if it unexpectedly runs out of space. The table
below shows typical growth increments for databases of the indicated size.

Database Size | Growth Inc. | Tran Log Size | Growth Inc.
1gb 100 — 200mb | 200 - 300mb | 50 — 100mb

2gb 200 - 400mb | 400 - 600mb 100 — 200mb
3gb 200 — 400mb | 600 — 900mb | 150 — 250mb
4gb 250 - 400mb | 800 — 1000mb | 200 — 300mb
5gb 250 — 500mb | 1000 - 1500mb | 250 — 350mb
6gb 300 - 500mb | 1000 — 1700mb | 300 — 400mb
7gb 350 — 600mb | 1000 — 1850mb | 300 — 400mb
8gb 400 - 650mb | 1000 — 2000mb | 300 — 450mb
9gb 400 - 700mb | 1000 — 2400mb | 300 — 500mb
10gb 500 - 1000mb | 1000 — 2500mb | 300 — 500mb

Additionally, the use of a file defragmentation tool is recommended. Be aware that these tools are very resource intensive, so you
should only run them when the server is not servicing production requests.

ODBC

Do not use ODBC connection pooling and temporary stored procedures at the same time, or SQL Server will experience a
performance hit. When a DSN is used to make a connection from your application to SQL Server, the MDAC driver, by default,
converts any dynamic Transact-SQL from the application to temporary stored procedures in SQL Server. The theory behind this is
that if the application resends the same Transact-SQL to SQL Server more than once, then it will save the SQL Server overhead of
additional parsing and compilation. The recommended configuration consists of turning the convert T-SQL to temporary stored
procedure feature off. This feature is configurable from the ODBC Database Wizard when creating or modifying a DSN.

Connection pooling is another option that can be configured using the ODBC Database Wizard when creating or modifying a DSN. It
is also on by default, and it pools database connections from the application, which allows connections to be reused, which in turn
reduces the overhead of making and breaking database connections. The recommended configuration consists of turning the
connection pooling feature on. Note that pooling improves performance more than temporary stored procedures.
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The problem is that if both of these options are on, which is often the case in DSNs, SQL Server can take a performance hit. Here's
what can happen: When dynamic Transact-SQL is converted into a temporary stored procedure by the MDAC driver, the temporary
stored procedure is stored in the tempdb database. When connection pooling is not enabled, and the connection between the client
application and SQL Server is ended, any temporary stored procedures created during the connection are deleted. But, when
connection pooling is enabled, things work differently. When a database connection is ended by the client application, it is not
ended at SQL Server. SQL Server still thinks the connection is still open, even though the client application does not. This means
the temporary stored procedures created during the connection are not deleted. With a busy client application that often starts and
stops database connections, the tempdb database can fill up with temporary stored procedures, putting unnecessary overhead on
SQL Server.
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SQL Server High Availability Configuration

Deployment

SQL 2016 Distributed Availability Group (DAG)

. Distributed AG i
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gf-ase5419¢1.gfun.com gf-ase5419¢2 gfun.com of-ase6419r1 gfun.com gf-ase6419r2 gfun.com

Important Specifications:

Asset Description Specification

gf-ase5419c1.qfun.com AGl VM 4GB, CPUCore(2), Partition(100GB, qty.2), Win2K 19, SQL2019
qf-ase5419¢2.qfun.com AGl VM2 4GB, CPUCore(2), Partition(100GB, qty.2), Win2K 19, SQL2019
gf-ase5419rl.qfun.com AG2 VM 4GB, CPUCore(2), Partition(100GB, qty.2), Win2K 19, SQL2019
qf-ase5419r2.qfun.com AG2 VM2 4GB, CPUCore(2), Partition(100GB, qty.2), Win2K 19, SQL2019
ase365listener.qfun.com AGI Listener alias

ase365listeneR.qfun.com AGQG2 Listener alias

ase365DAG.qfun.com cname for AG1 Listener alias (initially points to ase365listener.qfun.com)
AG-ASE365.qfun.com Windows Failover Cluster1 alias

AG-ASE365R.gfun.com Windows Failover Cluster2 alias

qf-ase54b.qfun.com HyperV 2016 Host (Primary Cluster) HP DL-360 Gen8, CPUCore(24), 16GB, Win2k16
gf-ase54c.qfun.com HyperV 2016 Host (Secondary Cluster) | HP DL-360 Gen8, CPUCore(24), 128GB, Win2k16

To use on PureConnect IC, Setup Assistant, do the following:

SQL Management Studio, SQL server 2019 and Tools can link to the Listeners directly on qf-ase365Listener.qfun.com (gfun.com
subnet) and gf-ase365ListenerR.qfun.com (dev2000.com subnet)

Authentication: Windows Auth: gfun.com\administrator , password: testing and SQL Auth: sa, password: testing (additional
authentication: gfun\sqladmin, password: testing)

After authentication, you should be able to add databases on the AG1 . Primary location on gf-ase5419c1.qfun.com that will then be
replicated to the other nodes: qf-ase5419c2, qf-ase5419r1, and qf-ase5419r2.

Install IC Server. Using Setup Assistant, create IC Server Database using default SQL driver. Follow steps 10 - 13 to setup link to SQL
Server How To - Install CIC Interaction Center Server on your IC Server VM - Testing - Intranet (genesys.com) to the DAG:
ase365DAG@qgfun.com which is the alias for the Primary Listener: ase365listener.qfun.com

Note: Download and install SQL ODBC Driver 13.1 on Pureconnect Server https://www.microsoft.com/en-
in/download/details.aspx?id=36434 and Native Client Driver https://www.connectionstrings.com/sql-server-native-client-11-0-odbc-
driver/info-and-download/

Adding the IC Database to the Availability Group
After creating the IC database, it needs to be added to the availability group so it will replicate across the replicas inside the
availability group as well as the distributed availability group

In SQL Management Studio, connect to the listener of the availability group that is primary in the DAG (typically going to be
ase365listener.qfun.com). You should see the newly created database.
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file:///C:/Users/Dharti/AppData/Local/Temp/makepdf/ase365dag%40qfun.com
file:///C:/Users/Dharti/AppData/Local/Temp/makepdf/ase365listener.qfun.com
https://www.microsoft.com/en-in/download/details.aspx?id=36434
https://www.connectionstrings.com/sql-server-native-client-11-0-odbc-driver/info-and-download/
file:///C:/Users/Dharti/AppData/Local/Temp/makepdf/ase365listener.qfun.com

= E ase365listener.gfun.com (SOL Server 15.0.4123.1 - sa)
=] Databases
System Databases

Database Snapshots

@ ccsdatabase (Synchronized)
i Databasel (Synchronized)
[~ REN]e

W 13_IC_DAGFLORIS

2. Right-click the database and select Tasks — Backup

Server Objects Shrink »
Replication
PolyBaze Back Up...
Always On High Availability Restore ¥
I"-r'lanage_ment . Mirror...
Integration Services Catalogs o .
8 5OL Server Agent (Agent XPs disabled) Launch Database Mirrering Maonitor...
¥Event Profiler Ship Transaction Logs...
2 ase3b5listener.gfur R—— Generate Scripts..

= Databases

System Dat New Query Generate In-Memory OLTP Migration Checklists
Database 5 Script Database as * Extract Data-tier Application...

g Bcid Ztab:s| Tacks » Deploy Database to Microsoft Azure SOL Database..,
atabase . et

@ 13C B \ Export Data-tier Application..,

=] Facet Register as Data-tier Application...
; acets
Security Upgrade Data-tier Application...

3. In the box that pops up, choose the defaults and select OK
4. Expand Always On High Availability — AG-ASE365, right-click Availability Databases and select add database

14



= E ase3b3listener.gfun.com (SCL Server 15.04123.1 - sa)
=] Databases
System Databases
Database Snapshots
i cesdatabase (Synchronized)
E Databasel (Synchronized)

g 5C
@ 13_IC_DAGFLORIS
Security
Server Objects
Feplication
PolyBase
= Always On High Availability

= Availability Groups
= PN AG-ASE365 (Primary)
Availability Replicas
HAvailability Databases
Availability Group [|  AddDatsbase..
W8 DAG (Distributed) Start PowerShell
Management

Integration Services Catalogs Reports
5 SQOL Server Agent (Agent XPs d Refrech
XEvent Profiler -

5. Follow the wizard to add the IC database to the availability group
6. Connect to each database instance in the environment and verify the database is synchronized across the replicas and DAG

= @ gf-ase3419cl.gfun.com (SQL Server 15.0.4123.1 - sa)
= Databazes

Systemn Databases

Database Snapshots

a cecsdatabase (Synchronized)

E Databasel (Synchronized)

g 12C

a 13_1C_DAGFLORIS (Synchronized)

= @ gf-ase5419c2.gfun.com (SQL Server 15.0.4123.1 - sa)
= Databases
Systern Databases
Database Snapshots
E ccsdatabase (3ynchronized)
@ Databasel (Synchronized)
E [3_IC_DAGFLORIS (Synchronized)
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= @ gf-ase3419r1.gfun.com (SOL Server 15.0.4123.1 - sa)
=] Databases
System Databases
Database Snapshots
E ccsdatabase (Synchronized)
@ Database! (Synchronized)
E 13_IC_DAGFLORIS (Synchronized)

= @ gf-ase3419r2.gfun.com (SOL Server 15.0.4123.1 - 53)
= Databases
Systemn Databases
Database Snapshots
a ccsdatabase (Synchronized)
@ Databasel (Synchronized)
a [3_1C_DAGFLORIS (Synchronized)

Remote Desktop Manager - Shortcuts on the Miscellaneous (Section of Remote Desktop Manager - RDM)
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Edit

Administration Window

Quick Connect |[ERoT @

I Havigation 4 % | @Dashboard | () QF-aseSdb O () QF-ascSic -
Name 33 Hyper-V Manager - X
<@ Dev-RDM - Genesys o| File Action View Help
» & e =z B
©® Intemal
B Appications [ Hyper-V Manager Actions
B Databases BRQFASER QF-ASES4B & A
B Doman Contrlers State CPUUsage  Assigned Memory  Uptime Status Configurati.. Now R
B Elasticsearch
B Exchange B cfase541902 Rurning 2346 MB 19.15:22:27 80 [ Import Virtual Machine...
B of-ases4r1 of 80 [F] HyperV Settings...
B Hypery
B dasesi o 20 22 Virtual Switch Manager...
B sIP Buk Callers
System Center . Virtual SAN Manager.
o g
Testing Network 4 EditDisk..
p
> 4fi Scalabilty 2 Inspect Disk.
~ o/ Testing ~ A
Checkpoints (| @ stop service
» @ BASL TestEnvironment -l Fase541901_SQL-(4/14/2021 - 11:23:46 AM) % Remove Server
B Core Infrastruchre -8y afese541961 AG1 DAG-(5/17/2021 - 81112 AM) © Refresh
b How e
» = Databases View »
» [ Domain Controllers
» B Exchange [ Help
» B Hyper-v qf-aseS419¢1 -
i ~ I Miscellaneous 48 Connect..
Session Manager SWO.
i g Setti
(9 QF-adminservt i ings
(9 QF -ase54 - I5CSI Tar. LR Turn Off...
(9 QF-aseS4a or ¢ ion 1P Addr Status Shut Down...
© QF-ase54b Save
© oF-asesdc Network Adapter (Dynamic MAC: 00:15:5D:19. .. private 16925424259, feBD:Alod Boaladdli2dy  OK
~ase!
® QFasesict Network Adapter (Dynamic MAC: 00:15:50119:... Qfun 1722625137, 172262575, 172.26.16.221,.. OK I Pause
(9 QF-aseS4c2 1P Reset
) QF-ase54d [ Checkpoint
() QF-ase54r1 5 Revert.
(9 QF-ase542 Summary  Memory Networking Replication B Move...
() QF-ase5415c1 h
() QF-ase5413c2 v || QF-ASES4B: 1 virtual machine selected.

Edit

Quick Connet

Ad Window

[ Navigation 2 %X | @Dashhoad () QFaseSth @ QF-asesdc @ -
Name 58 Hyper-V Manager - %
@ Dev-RDM - Genesys 4| File Action View Help

» A Deviab | H
© @ Internal &
Hyper-V Manager Actions
B Appications T
B Databases BEoEAssic QF-ASES4C - "
Name State CPUUsage  Assigned Memory  Uptime Status Configurati
1M Domein Controliers New »
! B Elasticsearch
0 Exchange B ofasese19r2 Running 2580 MB 17.21:48:08 80 53 Import Virtual Machine..
e B oasestct Off 80 [] Hyper-V Settings...
B S ok calers B dasesic2 Off 80 28 Virtual Switch Manager.
B System Center #w Virtual SAN Manager.
Testing Network & EditDisk.
46 Scalabi
> il seslbiity ' Inspect Disk.
o/ Testing =
orn Checkpoints @' Stop Service
» @ BASL Test Envirorment - ofase5419r1_SQL-(4/14/2021 - 112252 AM) Remove Server
£ af-2s25419r1 AG2 DAG - (5/17/2021 - 8:09:01 AM)
B Core Infrastructure. Now Refresh
> £ Databases View »
I B Domain Controllers
» B Exchange Help
» Bl Hypery qf-ase5419r1 =
~ M Viscellanzous 48 Connect..
> Session Manager SWO.
Setti
@) QF-adminservl E ings
@ QF-ase54-ISCSI Tar U] Tum Off..
@) QF-asesda Adopter C ion 1P A Stotus Shut Down...
F-ase54b
g gF Network Adapter (Dynamic MAC: 00:15:5D:00... Private 169.2547229, fe00:1450:Ta76:6c2:481d  OK save
asesdc
Nefwork Adapter (Dynamic MAC: 00:15:5D:0D... Fublic 1722613.104, 172.26.13.103, 17226.1222.. OK I Pause
@ QF-asesacl pter (Dym:
@ QF-ase54c2 1b Reset
| ) QF-ases4d [s Checkpoint
) QF-aseS41 5 Revert.
) QF-ase542 Summary Memory Networking  Replication B Move.. .

1 ) QF-ase5419ct
) QF-ase5419c2

Windows Clusters

~ | QF-ASESAC: 1 virtual machine selected.
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y Group Prope;

Select a page T Scigt ~ 0 Help

F General

# Backup Preferences

K Permission Availabilty group name:

# ReadOnly Routing
Cluster type:

Windows Server Failover Cluster
Required synchronized secondaries to commit: 0 =

[] Database level health detection

[ Per database DTC support

Availabilty Databases

Database Name
ccsdatabase

Database1

Add Remove

Connection

Server: Availabilty Replicas

QF-ASE5415C1 Server Rol Avalabilty Mod Failover Connections in Primary Readable Seeding Session Timeout
Comedtion: Instance ole valabilty Mode Mode e Secondary Mode {seconds)

sa QF-ASES419C1  |Prmary | Synchronous commt | | Automatic | | Alow all connections | | Yes ~[Manual [~ |10

i View connection properties QF-ASE5415C2 Secondary ‘Synchmmus commit | |Aummalvc ~ ‘Allow all connections |+ ‘Yes v IMomaﬁc ™ ‘10
Progress

Ready <

v

Endpoint URL
TCP-//qf-ase5419¢1.Gfun com:5022
TCP-//qf-ase5415¢2 Qfun com:5022

| Selectapage
1 M General
{ # Backup Preferences

IJ Scipt ~ @ Help

4 & Pemission

AG-ASE365R]

Availabilty group name:

F Read-Only Routing
Windows Server Failover Cluster

Cluster type:
Required synchronized secondaries to commit: 0 =
[] Database level health detection

[] Per database DTC support

Availabilty Databases

Database Name
ccsdatabase

Database1

Add Remove
Connection
Server: Availabilty Replicas
QF-ASE5419R1 Server Failover Connections in Prima Read:
. ry leadable Seeding Session Timeout N

Connection Instance Rle  Avalabity Mode Mode Role Secondary Mode (seconds) Endpoint URL
= QF-ASES419R1  |Prmay  |Synchronous commt | | Automatic | | Alow al connections | | res ~|Menial |10 4| TCP//qf-a5€5415r1 Gfun. com:5022
¥ View connection properies | | QF-ASES419R2 | Secandary | Synchronous commt | | Automatic | | Alow al connections. |+ | Yes v | Atomatic |+ [10 &1/ TCP//qf-ase54192 Gfun com 5022
Progress

Ready < >

Important SQL Query used to troubleshoot:

The query was used to get the gfun\sgladmin account access to the endpoint

Create login and grant CONNECT permissions to the SQL Server service account

USE master
GO

CREATE LOGIN [gfun\sgladmin] FROM WINDOWS;
GO

GRANT CONNECT ON ENDPOINT::Hadr endpoint
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TO [gfun\sgladmin];
GO
The query will allow us to test if the AG1 and AG2 setups are working

SELECT r.replica server name, r.endpoint url,

rs.connected state desc, rs.role desc, rs.operational state desc,

rs.recovery health desc,rs.synchronization health desc,
r.availability mode desc, r.failover mode desc

FROM sys.dm hadr availability replica states rs

INNER JOIN sys.availability replicas r

ON rs.replica id=r.replica_ id

ORDER BY r.replica server name

100% -

a Resuts 2 Messages

endpoin_ud comecled_stale_desc  mle_desc cperatonal_state_desc  recovery_hesth_desc  synchronization_heath desc  availablty_mode_desc falover_mode_desc
1 tcpe//ase38Gistener afun com 5022 CONNECTED PRIMARY OMNLINE ONLINE HEALTHY ASYNCHRONOUS_COMMIT  MANUAL
2 AG-ASEISSR tcp://ase J6Gistener gfun.com:5022  CONMECTED SECONDARY  NULL NULL HEALTHY ASYNCHRONOUS_COMMIT  MANUAL
3 QF-ASE5413C1 TCP://qf 222541921 Qfun com5022  CONNECTED PRIMARY ONLUNE ONLINE HEALTHY SYNCHRONCUS COMMIT  AUTOMATIC
4 GF-ASE5419C2 TCP://qf-2225415c2 Qfun com:5022  CONNECTED SECONDARY  NULL HULL HEALTHY SYNCHRONCUS COMMIT  AUTOMATIC

@ Query executed successfully, qf-ase5419cl.qfun.com (15.0.. | sa (1) master 00:00:00 4 rows

[ Resuhs gl Messages

endport_uri connected_mate_dese  role_dssc cperatonal_state_deac  recovery_heaith_desc  ynchronization_heath_dese  availabifty_mode_dsse

talover_mode_deac
[ tepi/fase3EBlstenem giun com'5022  COMNECTED SECONDARY  ONLINE ONLINE HEALTHY ASYNCHRONOUS_COMMIT — MANUAL
2 GFASERASRT TCR:/ff-ase 54151 Gfun com:5022  CONNECTED FRIMARY  ONLINE ONLINE HEALTHY SYNCHROMOUS_COMMIT  AUTOMATIC
3 QFASES#19R2 TCP:af-ase 34152 Gfn com 5022 CONNECTED SECONDARY  NULL HULL HEALTHY SYNCHRONOUS COMMIT — AUTOMATIC

&) Ouery exeruted successfully. of-ase5419r].qfun.com (150... sa(53)  master DD:OD:DD 3 rows

The query was used to create the AG and Listener Link
Create Distributed Availability Group
Run this on the primary replica of the primary Availability Group
:CONNECT QF-ASE5419C1
DROP AVAILABILITY GROUP [DAG]
ALTER AVAILABILITY GROUP [DAG]
JOIN
AVAILABILITY GROUP ON
'AG-ASE365' WITH
(

LISTENER URL = 'TCP://ASE365Listener.QFUN.COM:5022",

AVATLABILITY MODE = ASYNCHRONOUS COMMIT,
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FAILOVER MODE = MANUAL,
SEEDING MODE = AUTOMATIC
)
'AG-ASE365R' WITH
(
LISTENER URL = 'TCP://ASE365ListenerR.QFUN.COM:5022",
AVAILABILITY MODE = ASYNCHRONOUS COMMIT,
FAILOVER MODE = MANUAL,
SEEDING MODE = AUTOMATIC
)i
GO
Additional command needed to grant rights to create DBs
ALTER AVAILABILITY GROUP [DAG] GRANT CREATE ANY DATABASE;
GO
alter availability group [AG-ASE365R]
grant create any database.
For more Information Availability Groups, see links below

What is a distributed availability groups - SQL Server Always On | Microsoft Docs

https://www.mssqltips.com/sqlservertip/5053/setup-and-implement-sql-server-2016-always-on-distributed-availability-groups/

Download SQL Server PowerShell Module - SQL Server | Microsoft Docs

PowerShell Cmdlets for availability groups - SQL Server Always On | Microsoft Docs

Deployment Verification

For the deployment verification, do the following:

After creating the IC database, it is added to the availability group, so that it replicate across the replicas inside the availability
group as well as the distributed availability group.

The SQL server login accounts are to be synchronized between the availability replicas in SQL server Always on the availability
groups.

The Synchronize logins between availability replicas in SQL Server is achieved by below two methods.
1. Use stored procedure sp_help_revlogin and sp_hexadecimal
2. Create the login on the Secondary replica manually.
The following steps help you to synchronize logins using stored procedure sp_help_revlogin and sp_hexadecimal

The script creates two stored procedures in the master database. The procedures are named sp_hexadecimal and
sp_help_revlogin.

Microsoft provides the URL stored procedure sp_help_revlogin to transfer the logins to a different instance.

Open the URL https://docs.microsoft.com/en-US/troubleshoot/sql/security/transfer-logins-passwords-between-instances and copy
the scripts to create the stored procedure sp_help_revlogin on the primary replica.( QF-ASE5419C1)
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https://docs.microsoft.com/en-us/sql/database-engine/availability-groups/windows/distributed-availability-groups?view=sql-server-ver15
https://www.mssqltips.com/sqlservertip/5053/setup-and-implement-sql-server-2016-always-on-distributed-availability-groups/
https://docs.microsoft.com/en-us/sql/powershell/download-sql-server-ps-module?redirectedfrom=MSDN&view=sql-server-ver15
https://docs.microsoft.com/en-us/sql/database-engine/availability-groups/windows/overview-of-powershell-cmdlets-for-always-on-availability-groups-sql-server?view=sql-server-ver15
https://docs.microsoft.com/en-US/troubleshoot/sql/security/transfer-logins-passwords-between-instances
https://docs.microsoft.com/en-US/troubleshoot/sql/security/transfer-logins-passwords-between-instances
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Execute the stored procedure sp_help_revlogin. (QF-ASE5419C1)
Run the following statement in the same or a new query window:
EXEC sp_help_revlogin

It returns the login script with the original SID and password.

Ry gl R 1 . A, S NS e FLE” - M S o Mol b Lm0 o I
B i Vs Pl T e e
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[T T *|
o W ey TR L,
-
o B gt ek -
A e gt Lgued s s
o B e P
CL 3
0 o [ K Comatoit 11y O NEMHE I NTU PN i A (LK SAONOEN. DX e
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The output of sp_help_revlogin shown below.

= wa_help_revlogin ncrips
= eerated Mey N1 ST JoBRER ae QF MRS

Lo S PollcyTealEsscat bonloag Lkl

- Loy
CREATE q0hIn [t PodddpTaad Eueiet besiog L5n | WITH PASSAORS: - ol F AR A0 0 Tl D E LAY SR FICST W 0miel il o ) IR ] Skl PR PR PR i

== Logls: FUNASe]rdnSrafor
GREATE wiiin |OFuAndamirdinraner] Pl windied WiTH BEF&LT Rafeiali - [mavies]

-- Logla: WT SERVICESOUNCTEwr
CREATE LOGIN (M SERVICESQUErNec] Pl WINOONS WITH DERSOLE SIRRANGE = [mavtes]

-~ Logls: NT LERVICE' RS rages
AREATE LOGIN [WT SEMVICE'RS-mgut] PEOR WiNOERS WITH DEFALLT SaSsiat] = [mavie-)

== Logla: NT SIRVICE'GSQLSINNTE
OREATE LOGIN [T SERVICESRSQUSERTR] iR WiMDOWS WITH DEfSL T GarsAwtd = [meter]

<o Login: 88D FolicytwestProcendlngloglnee

CREATE LOGEN el PolloyfventProceningloging] WiTH PRldetRs = i a2 i 1 § isl-si0e Sl S8EH Med il h esdris Jaletriarv PR a2 1 rad

-+ Lagdn; qieniuqisdala
CRUATT LOGDN [qfen'isqledadn] FROM WIMDOWS WITH DIFAET_DATARRST = [ssaver]

+ Ligdn [ _Adals
CREAFE LOGEN [10_Ssein] wITH Passesd - deelbisen o] 05 D80 BEAMAE S0P 5L 1 00 L BF F AR5 0ol Ll F G507 B8P DA D000 { S Fasel bRalr 4

« Login: DL _Lher

CREATE LOGDN [IC_Waar) WITH = D 4L ETTPLANDN B2 TR0 E00E AREE T 0F] 11 98 QDL €4 S TARADMEL £ GFOQuLE MCBDOREF0 0188 FITAE

v Ragdn; [L_Pesdlely

CREATE LOGES [10_Resalnly | WETS PASSRORD - il Sl SAATH BEF BN L 1 74K BriRadirid Jd5ad |36 ) JAluer § LA S50 MEAGLF 51 RO TASEE JAF LBuIF 288 T4y

olimpltlas Wima: FORE-05- DUPRT 08 06, LPRFFG . 00

Connect to the secondary replica(QF-ASE5419C2), execute the output of sp_help_revlogin
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Connect to the AG2 primary(QF-ASE5419R1) and secondary (QF-ASE5419R2), execute the output of sp_help_revlogin

The SQL server login accounts IC_Admin, IC_User and IC_ReadOnly are synchronized within replica and distributed availability
group.

i SOLGueny1Taql - QF-ASESAISR1IZ IC_DAGFLORIS (sa (119" -
File Edit Wiew Project Took Window Help
G- |8 -2 M| BNwOwy B

¥ | ; = Execute W of

Obgect Exploser -8 X

-1} Databases

Secunty

Lesgirs
- 2EAS_PolicyEventProcessinglogenee
e FFS_PolicyTsgiExecutionLogin®®
I Admin
& MC_ResdOnky
- 1 _User
= MY AUTHORITYSYSTEM
s M SERVICE WSSOI SERVER
sa MT SERVICE\SOUSERVERAGEMNT
& MT SERVICE\SOL TELEMETRY
aa NT SERVICESCOLWriter
WU SERVICE Wanmgmt
% OFURDAdministrator
m qfunisgladmin
N i
Seroer Rales
Credenituly

b Cryptographic Prowsders

Note: The IC_Admin,IC_ReadOnly,IC_User is created under login tree structure in each replica confirms the login synchronization.
The following sanity test procedure is for always on the availability group in the SQL server
The failover modes in SQL Server Always on the Availability Groups depend upon these Synchronous or Asynchronous commit.
In a high-level, SQL Server supports the following failovers in the AG.
o Synchronous: Primarily receives the acknowledgement from the secondary replica, and then it commits transaction on the
primary.
e Asynchronous: Primarily commits the transactions without waiting for any confirmation from the secondary replica.

Selecting a mode is equivalent to selecting whether you want to favor data protection or transaction performance. Both
availability modes follow the same work flow, with one small yet critical difference.

With synchronous commit mode, the application does not receive confirmation that the transaction committed until after the
log records are hardened on all synchronous secondary replicas. This is how AGs can guarantee zero data loss.

With asynchronous commit mode, the application receives confirmation that the transaction committed after the last log record
is flushed (step 1) to the primary replica’s log file. This improves performance because the application does not have to wait for the
log records to be transmitted but it opens up the AG to the potential of data loss.
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The failover modes in SQL Server Always on Availability Groups depend upon these Synchronous or Asynchronous commit. In a
high-level, SQL Server supports the following failovers in AG.

e Planned Manual failover
e Automatic failover
e Forced failover (manual)

You cannot have automatic or planned manual failover in an asynchronous commit mode. In a forced failover, you can failover to a
secondary replica, especially in a disaster recovery scenario.

In an asynchronous commit, the secondary replica might fall behind with the primary database. Therefore, if failover, it causes data
loss depending upon the sync lag. You should do force AG failover only, if you need to restore database availability and you can
afford to lose some data.

For a forced failover, your availability database should be in the Asynchronous commit mode. It only supports a manual failover. If
your AG database is in synchronous mode, but these databases are not synchronized, it only can have a forced failover.

The following are the Sanity test details:

New user creation and run the SQL query before and after the failover.

SQL Query : Select * from Dbo.UserUUid
Make inbound call to IC and run the SQL query before and after the failover.

Use the SIP Bulk caller for the inbound call.
SQL Query :
a. Select * from ININ_ANALYTICS.IVR_AllEvents
b. Select * from dbo.calldetail_viw order by InitiatedDateTimeGMT desc
c. Select * from Dbo.user.calldetails_viw
d. Select * from Dbo.lAgentQueueStats

3. Run the SQL query in AG1 QF-ASE5419C1/QF-ASE5419C2 and AG2 QF-ASE5419R1/QF-ASE5419R2 to ensure that
database is synchronized and there is no data loss after the failover.

Fail over case within the replicas inside the availability group
Planned Manual failover mode

The present status distributed availability group and the replicas inside the availability group.
a. Distributed availability group status : AG-ASE365 ( Primary)
b. Replicas inside the availability group status : QF-ASE5419C2(Primary) ,QF-ASE5419C1 (Secondary)
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Select the failover tab for the failover within replica.
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Connect to the primary replica.
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Complete the failover wizard.
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Status of the replicas after the failover.
a. Distributed availability group status : AG-ASE365( Primary)
b. Replicas inside the availability group status : QF-ASE5419C2(Secondary) ,QF-ASE5419C1(Primary)
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Automatic failover Mode

The present status distributed availability group and the replicas inside the availability group.
a. Distributed availability group status : AG-ASE365( Primary)
b. Replicas inside the availability group status : QF-ASE5419C1(Primary) ,QF-ASE5419C2(Secondary)

srsossassonc + T

Connect= ¥ *§ 8 T & & P Rast wpdabeck 51572001 Tl 30 434
¢ B CF-ASEM1SC) (S0 Server 15001081 - Cf ﬁ' AG-ASE3E5: hosted by QF-ASES419C1 (Replica role: Primary) suse sefreshy s 18
I Fi unopen (500 Senver 15040158
] Eﬁ-m:c'lm Sarewr 15081231 - OF Bvnilabibty greup stne ) Healthy Stan Faikcar Wicacd .
% W Detsbases Py ifritaf e OF-ASES19CT (eve Bdvres U Mepith Events |
& W Semuty Failoreer made: Automatic Migve Chugter Quosuen lofoimaticn
@ M Server Obypsots Chuster sabe BSE M bt (Phoren] Cuceusn)
Collect Latenty Duta
4 B Reploafean Cluster typee ‘Windewt Server Faderoer Chuster
% Bl Pokdae frate Log Block Lnency
i Abays O High dvadability Arvaiaaliy rephox el Bervecevs Codymang
= B Availabality Grougd MHama Folg Avplabilty Mode  Fadowee Mode  Seading Mods Symchocnication Sty lspun
= ﬁﬁ'ﬂmm [ P XL Fravary Synchionous (0. Aubomatic Al Synuhronined
mgnm 8 ceasEnneg y y en_ dtermatie P—
R OF- 25547902 (Saconds —_— ity Cohares @
I Avsdabibty Ditabane
5 0 Avadekility Getep Liteners Hame Feplica Symchronization State Fuilover Readi.  Iswars -
= WH DAG [Datrbuted) OF- A _
= W Avadebibty Replecas @ cesashase GE-RSESLIET Fyretrimnpet e Dlata Lass
BN AG-ASERES Primary) 8 nc_sean GEASELIICY Synchunized Mo Diata Lows
B -tk tecondary, | @ 11 paGhoms ceasesscy — M Lk
b » 8 1C Dok GEASESLECT Synhennnsd Mo Clats Lows w |

Type services.msc in the Run window.
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< Run

Type the name of a program, folder, decurment, or Internet
rescurce, and Windows will open it for you,

SEMVICES. M50

i

0K

Cancel

Browse...

¥ This task will be created with administrative privileges.

Stop and start the SQL server(MSSQLSERVER)
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Status of the replicas after the failover

Distributed availability group status : AG-ASE365( Primary)

Replicas inside the availability group status : QF-ASE5419C1(Secondary) ,QF-ASE5419C2(Primary)
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Fail over a distributed availability group

The URL https://www.sqlshack.com/monitor-and-failover-a-distributed-sql-server-always-on-availability-group/ provides more
information on the failover a always on the availability group.

The based on the below status update of Availability Group, the failover process of the always-on Available group would be
executed.

Sync status
Connection status
Synchronization health

o Run the below query to check the current sync status.

SELECT

ag. [name] AS [AG Name],

ag.is distributed,

ar.replica server name AS [Underlying AG],
ars.role desc AS [Role],
ars.synchronization health desc AS [Sync Status]
FROM sys.availability groups AS ag

INNER JOIN sys.availability replicas AS ar

ON ag.group id = ar.group id

INNER JOIN sys.dm hadr availability replica states AS ars
ON ar.replica id = ars.replica id

WHERE ag.is distributed = 1

GO
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S0LOuery138.5q] - administrater (BT))* & X B
ar.replica_server name AS [Underlying AG).
ars.role_desc AS [Role],

. ars.synchronization_health_desc AS [Sync Status]

FROM sys.awvailability groups AS &g

INNER JOIN sys.svailsbility replicas AS ar
ON ag.group_id - ar.group_id

INNER JOIN zys.dm_hadr_swailability replica_states AS ars
ON ar.replica_id - ars.replica_id

WHERE ag.is_distributed = 1
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e Run the below query to connected state, synchronization health and role.

SELECT r.replica server name, r.endpoint url,
rs.connected state desc, rs.role desc, rs.operational state desc,
rs.recovery health desc,rs.synchronization health desc,
r.availability mode desc, r.failover mode desc

FROM sys.dm hadr availability replica states rs

INNER JOIN sys.availability replicas r

ON rs.replica id=r.replica id

ORDER BY r.replica server name
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e Run the query in both primary replicas of separate clusters for the manual failover of AG.

ALTER AVAILABILITY GROUP [DAG]

MODIFY

AVAILABILITY GROUP ON

'"AG-ASE365' WITH

(

AVAILABILITY MODE = SYNCHRONOUS COMMIT
) s

'"AG-ASE365R' WITH

(
AVAILABILITY MODE = SYNCHRONOUS COMMIT
) i
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e Run the Query in ASE5419C1

Dot Explorer - ] X
Conmect= ¥ °F = 7 &
3 I OF-ASERISCE (S0 Server 15041 &
3 B ssedfidag ghuncom (SO0 Server 1
= i OF-ASESISCT (SOL Server 15,041
w0 Databases
5 W Security
5 W Server Objects
5 W Replication
. PolyBase
= I Absays On High Svadability
= Availability Geoups
= B AG-ASEIES (Primary)
= W Avedability Replicas
IE§ oF-ASEM15C1 {1
IR CF-ASES15C2 ¢
¥ I Avedability Datakass
E . ﬁ.‘.l.lllhlﬂ‘yﬁlﬂ'.‘]ll
3 B¥ DAG (Distribauted)
& W hanagerment
W Integration Services Catalogs
o 0L Server Agent (Agert WP d
L T b a

SO Cueny 1 392q) - administrator (B3))° = X RN e b
S ALTER AVATLABILITY GROUF [Dwd]
MODIFY
ANAILABILITY GROU® ON
‘AG-ASEIES’ MWITH

AVATLARILITY MODE = SYRCHROMOUS _COPMIT
.=.-5 ASEIESR" WITH
AVATLABILITY _MODE = SYNCHROMOUS COMMIT

I
W% -
B Messgn

Commande completed succesminlly.
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e Run the Query in ASE5419R1
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Monitor the distributed availability group. It should be in SYNCHRONIZED mode.

It might take some time for AG to be in the synchronized state depending upon the active transactions and should not proceed until

AG's are fully synchronized.

e Run the query in all VMs. ( ASE5419C1, ASE5419C2, ASE5419R1 and ASE5419R2)

SELECT ag.name

, drs.database id

, db name (drs.database id) as database name

, drs.group id

, drs.replica id

, drs.synchronization state desc

, drs.last hardened lsn

FROM sys.dm hadr database replica states drs

INNER JOIN sys.availability groups ag on drs.group id = ag.group id;
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Run the below query to change the role of a primary replica of the primary Availability Group to secondary in a distributed availability
group.

You must run this command on the primary replica of the primary cluster( global primary)
ALTER AVAILABILITY GROUP DAG SET (ROLE = SECONDARY);

Pt 8 yE@E|TERERARD| V| FR(9.

_m-v'w s T %
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Perform a manual failover with FORCE_FAILOVER_ALLOW_DATA_LOSS parameter. Run this command on the current primary replica
of the secondary availability group

ALTER AVAILABILITY GROUP DAG FORCE_FAILOVER_ALLOW_DATA_LOSS

Sy 59 Gt 11+ TR T Y

m_'b'. ...c,_‘. ALTER AVAILABILITY GROUP DA0 FOSCE_FAILOWER ALLDM DATA LOSS

o i Q- RAESATER TR Serenr 1.0,
5 B ORI (GOL Sereer 150,

W -
1 Merages

Commacds complatsd saccesafally.

Conplavion vima: JURL-O-OFTLIY-EN:EE . TIRIL4-04: 08

ww -
. 3 [l 0 Cuery exeeined wuceestiuny. OF-ASES419R1 (150 RTM)

e To check the status of AG, run SQL query from the ASE5419 R1 primary of AG2
SELECT
ag. [name] AS [AG Name],
ag.is distributed,
ar.replica server name AS [Underlying AG],
ars.role desc AS [Role],

ars.synchronization health desc AS [Sync Status]
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FROM sys.availability groups AS ag

INNER JOIN sys.availability replicas AS ar

ON ag.group id = ar.group id

INNER JOIN sys.dm hadr availability replica states AS ars
ON ar.replica id = ars.replica id

WHERE ag.is distributed = 1

GO
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Update the fully qualified domain name(FQDN) CNAME name change
e Navigate to domain controllers in the devilab RDM and open the console qf-qfundc-02.
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e Open the DNS Manager application and navigate to QF-QFUNDC-01.
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e Navigate to the DNS record where the system (ASE365) CNAME need to be change for the passive Availability group failover.
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o Edit the fully qualified domain name (FQDN) for target host.

Present name: ase365listener.qfun.com
Now update as: ase365listenerR.qfun.com

Note: It takes nearly 15 minutes to propagate with respect to availability group failover.
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AG-ASE365 primary (Availability Group)
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o After the failover
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Setup Assistance with SQL Server 2019 High Availability

To create the database, do the following:
1. Run the setup assistant application.
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Welcome to Setup Assistant
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2. Select the SQL server reporting option.
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10.

12.

Edit the Microsoft SQL server name and select the ODBC driver and click Test button.
Server name: The name of DAG (Distributed Availability Group), which is the alias for the Primary Listener.

For example, DAG: ase365DAG.afun.com which is the alias for the primary listener: ase365listener.gfun.com
ODBC driver: ODBC driver 13 for SQL server

Note: Download and install SQL ODBC Driver 13.1 on the PureConnect Server

The URL https://docs.microsoft.com/en-us/sql/connect/odbc/windows/system-requirements-installation-and-driver-files?
view=sql-server-ver15 discusses the ODBC drivers that connect to SQL Server.

The driver name that you specify in a connection string is ODBC Driver 11 for SQL Server or ODBC Driver 13 for SQL Server (for
both 13 and 13.1) or ODBC Driver 17 for SQL Server.

The driver is installed when you run msodbcsql.msi from the URL https://docs.microsoft.com/en-
us/sql/connect/odbc/windows/release-notes-odbc-sqgl-server-windows?view=sql-server-ver15#131

e SQL Server: ase365DAG.gfun.com
e SQL administrator: sa
o Password: testing

Click Test to make sure it works.
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Enter i3 in all Password and Confirm boxes.
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13. Configure the database files (use the default setting)
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14. Click Commit and wait for completion followed by completion of new database creation.
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15. Open the RDM and navigate to Devlab setup, open the object explorer and navigate to I3_IC_DAGFLORIS database under
ase365dag.gfun.com VM tree structure.
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Database Maintenance Plans

Create a Database Maintenance Plan to maintain databases. Database integrity options include Check database integrity and
Include indexes, which test the data and index page allocations in the databases for any errors. These tests are resource
intensive and impair the performance of the server during the tests. These tests should only be run during off hours.

The database maintenance plan screen also has an option called Perform these tests before backing up the database or
transaction log. This is not a good choice to make from a performance standpoint. If chosen, every time the Maintenance Plan is
used to perform a database or transaction log backup—without exception-the integrity tests are automatically run. If the databases
are large, and/or if frequent database or transaction log backups occur, running these tests this often can significantly degrade the
server's performance. The recommended configuration consists of creating separate scheduled SQL tasks (in SQL Agent) to
perform database/log backups and database integrity checks.

It is imperative to run backups, DBCC CHECKDB, and index rebuilds or reorgs regularly! It is equally imperative that indexes rebuilds
and reorgs are done selectively. All indexes should not be rebuilt or reorged during the same job!
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Third-party (Application) Access to Database

Be wary of allowing users to directly access the databases (especially OLTP databases) with third-party database access tools,
such as Microsoft Excel or Access. Many of these tools can wreak havoc with database performance. Here are some reasons why:

e Often these users aren't experienced with these tools, and create overly complex queries that eat up server resources. At the
other extreme, their queries may not be complex enough (such as lacking effective WHERE clauses) and return thousands, if
not millions, of unnecessary rows of data.

e This reporting activity can often lock rows, pages, or tables, creating user contention for data and reducing database
performance.

e These tools are often file-based. This means that even if an effective query is written, the query is not performed at the server.
Instead, the entire table (or multiple tables in the case of joins) must be returned to the client software where the query is
actually performed. This leads to excessive server activity, and can play havoc on your network.

If users must be allowed access to the data, limit hits on the production OLTP databases by pointing them to a "reporting” server
that is replicated or in the form of a datamart or data warehouse.

For tools to help performance tune the operating system, see Sysinternals. The site has tools to defrag the server's swap file,
among many others. And best of all, most are free.
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Change Log

The following table lists the changes to the C/C Database Configuration and Maintenance for SQL Server Technical Reference since
it was distributed for IC 4.0 GA.

Date Change

01-August-2014 Updated documentation to reflect changes required in the transition from version 4.0 SU# to CIC 2015 R1,
such as updates to product version numbers, system requirements, installation procedures, references to
Interactive Intelligence Product Information site URLs, and copyright and trademark information.

4-September-2015 | Updated documentation to reflect rebranding in CIC 2016 R1.

17-January-2017 | Updated Copyright and Trademark information for 2017

17-January-2017 | Updated location for the database space planning spreadsheet, in the CIC Resource Center

03-April-2017 Removed obsolete content from "Networking" topic.
11-May-2018 Rebranded from Interactive Intelligence to Genesys
11-June-2019 Reorganized the content only, which included combining some topics and deleting others that just had an

introductory sentence such as, "In this section...".

29-Oct-2021 Added SQL Server High Availability Configuration topics.
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